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Abstract—In this paper, we investigate the benefits of applying node receiving a packet buffers and carries the packet as it
a form of network coding known as Random Linear Coding moves, passing the packet on to other nodes that it encsunter
(gl{_ﬁ) toUunécastREEphcagons Itn D|sru5)t|fon Tolderant dNet‘"l’.Orks The packet is delivered to the destination when the degiimat

s). Under , nodes store and forward random linear . I . .
E:ombirzations of packets as they encounter each other. For ¢h meets a_ r.lode carrying the packet. In addition to interriitten
case of a single group of packets originating from the same sece  connectivity, DTNs often face severe resource constrafs
and destined for the same destination, we prove a lower bound small mobile nodes carried by animals or human beings, buffe
on the probability that the RLC scheme achieves the minimum gpace, transmission bandwidth, and power are very limited;
tin&e to deliver tk:je lgroup gflpacke_:s% Although RLC fignifica;tly for mobile nodes in vehicle based networks, neither buffer
reauces grou eliver elays, It Tares worse In terms O av- . ..
erage pa?;ketpdeliveryydelayyand network transmissions. Whe SPace nor power are severely constrained, but transmission
replication control is employed, RLC schemes reduce group Pandwidth is still a scarce resource. To address these chal-
delivery delays without increasing the number of transmisions. lenges, a plethora of routing schemes have been proposed
In general, the benefits achieved by RLC are more significant for DTNs ([43], [42, [39], [13], [40], [41], [4]): some of
under stringent resource (bandwidth and buffer) constrairts, these works explore the trade-off between routing perfocea

limited signaling, highly dynamic networks, and when appled . o
to packets in the same flow. For more practical settings with and resource consumption, whereas others attempt to @ptimi

multiple continuous flows in the network, we show the importamce ~ routing performance under certain resource constraints.
of deploying RLC schemes with a carefully tuned replication Ahlswedeet al. ([3]) demonstrated the benefit of coding

control in order to achieve reduction in average delay, whib is gt intermediate nodes in terms of approaching the adméssibl
observed to be as large a20% when buffer space is constrained. coding rate region for multicast applications, and inéthta
new field in information theory, i.e., network coding. Among
the many works that followed, a substantial amount of refear
. INTRODUCTION has studied the benefits of network coding for multicast,

In recent years, wireless communication technologies ha%r@adﬁaStS‘?S _unlcast aplellcatlon? n V\Inreless netvi\:or(;ks. A
been increasingly deployed in environments where there Qgg a h IS a Specia type Ob WW? essfnetvvor k u(ej_to
no communication infrastructures, as evidenced by the m?ﬁ/ |st|nct|c _ar?Cte”St'CS’ T(orr(lje enehltisdo networ 'Tg Ih
efforts to build and deploy wireless sensor networks f pr general wireless networks do ngt old. For.exa.mp e, the
wildlife tracking (21, [13]), underwater sensor netWorksresults obtained |nf-.{_4], [47] for .multlcast in static wireless _
([35], [36]), disaster relief team networks, networks for remot etworks l?re hnot (_j|rectly a|1ppl|cil:|)le tc_> DJTNNS due tho thzlr
areas or for rural areas in developing countrieg, ([10]), ynamically changing topo 0gy. AISO, In S, €ach node
vehicular networks @, [18]) and Pocket-Switched Networksgsua"y has at most one neighboring node at any instance of

([17]). Without infrastructure support, such networks solel me, therefore the benefit of ngtwork coding in increasing
rely on peer-to-peer connectivity between wireless radios etwork throughput (by leveraging the broadcast nature of

support data communication. Due to limited transmissid’ﬁireless transmission}f, [23], [32]) is negligible in DTNSs.

power, fast node mobility, sparse node density and frequen d'n th_e other handr; there_jlre nﬁw opportunit:es for ngtwr:)rk
equipment failures, many such networks exhibit only intef20ING 1IN DTNs. The rapidly changing topology and the
mittent connectivity.Disruption Tolerant NetworKDTN, or |3Ck_°f mfrastructurg require DTN_ routmg schemgs to be
Delay Tolerant Networkrefers to such a network where theréj'St”,bUted and the limited connectlwty anc_i bandywdth also
is often no contemporaneous path from the source node'@§Uiré DTN routing schemes to lecalized i.e., using only

the destination node. End-to-end communication in DTNNIted knowledge about the local neighborhood. Network
adopts a so-called “store-carry-forward” paradigm3][: a coding has been shown to facilitate the design of efficient

distributed schemesXfl]).
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scheme achieves higher packet delivery rates than the noR°@ton | meaning zgﬂglatlon
coding scheme with the same forwarding overhead. For unicas - g
L . . . TN number of nodes in the network 101
applications, our earlier worldp first investigated the benefit v the set of nodes N/A
of RLC through simulation studies. Liat al. proposed and 7 DTN contact frace pair-wise Poisson
analyzed a replication control schem8(]) for RLC schemes. [ 3 pair-wise contact rate 0.0049
In [31], Ordinary Differential Equation (ODE) models werg K generation size 10
proposed in order to estimate delivery delay and number |oh group arrival rate to each flow varies
transmissions for RLC schemes and non-coding schemes, hoth #. of packets can be exchanged | 1
for a single group of packets. in each direction during a contact _
. L . B #. of relay packets a node can stofevaries
This paper presents new contributions that improve Ouity finite field, ¢ — p”, (=2
understanding of the benefits of network coding in DTNs p is a prime,n is a positive integer
unicast application both theoretically and practicallyr@ain | Hi.:.;,7 | hop count, and #. of routing N/A
findings are summarized below: decisions along minimal delay patl}s
o Leveraging event-driven graph model for DTN44]), gg grerfpg)cl?:t“\tlslie?\gr:l?xw%g packets Cle{’rai\es
and existing results on static graphd], [29]), we o per-generation token number varies
propose an algorithm to calculate the minimum time to ABLE |

deliver a group of packets, and prove a lower bound on
the probability that RLC schemes achieve the minimum
delivery time.
o We show that under only bandwidth constraints, the RLC
scheme improves group delivery delay, but fares worse in . .
terms of inPorder F?ackept delay Z\nd a\)//erage packet del%gpgmes. Tab_Ie summarizes th? notation and the default
(and in general, time to deliver a fraction of packets% ttings used in simulation experiments.
and generates more transmissions in the network. At Network Model and Traffic Setting
the same time, RLC schemes with replication contr(ﬁ'
improve the fundamental trade-off between delay and\We focus on unicast applications where each packet (gen-
number of transmissions. erated by its source node) is destined to a single destmatio
« We study how resource constraints, and various routif@de- The network consists of a set &f mobile nodes, de-
design options affect the benefit of RLC schemes. ipted as)’, moving independently in a closed area. Each node
particular, RLC provides more significant benefits undé$ equipped with a wireless radio with a common transmission
substantial buffer and bandwidth constraints, limited-cofi@nge so that when two nodes come within transmission range
trol signaling, highly dynamic networks, and when it iof each other, they can exchange packets.ddrgact duration
applied to packets belonging to the same flow. is the time duration of this transmission opportunity, w&fte

« The same results hold when RLC schemes are applied¥#gr-contact time's the duration of the time interval between
mu|t|p|e continuous unicast ﬂOWS, provided rep”catiorﬁwo consecutive ContaCtS, i.e. measured from the time Heat t

control mechanisms are carefully tuned. two nodes go out of the transmission range of each other until

The remainder of this paper is structured as follows. ('€ Next time they meet again. We refer to the list of node-
Sec.Il, we introduce the network model and performance mé@node contacts, sorted in temporal orderaaSTN contact
rics considered in this paper, review the non-coding sclsentfC& denoted asl = I, >, s, .... Each contact;, is a tuple
and the basic of RLC schemes, and discuss the design sp@&@vs(li%r(li%b(liﬁ where ¢(;) de_notes the time of the
of DTN unicast routing schemes. Sdd. studies the benefit contgc_:t,s(li) andr(l;) denote respectively the sending and the
of the RLC scheme over the non-coding scheme for a grolfgf€Ving node of the contact, ardl;) denotes the number
of packets originated from a single source and destined foPaPackets that can be transmitted during the cohtact
single destination. SetV extends the study to multiple source AS for the buffer constraint, we assume each node can store
case, and investigates the alternative generation maregenn Unlimited number of packets originated by itself or dedi
and the case of multiple continuous unicast flows. Séc. for itself, but can only carry a limited number_ of packets fc_)r
reviews related work, and Se¥! concludes this paper. other nodes. We represent the buffer constraint as a fumctio

Due to space constraints, the complete description of dgr: ¥V — N where5(u) is the number of relay packets that
algorithm to calculate the minimum group delivery time, thB0d€u can carry.
proof of Propositior8.2 and some details about the simulation A contact trace can be represented aeraporal network

experiments are found in the companion technical rejit [ @S Originally proposed by Kempet al. [24]. The temporal
network for contact trac& is a multi-graph7 (£) = (V, &)

Il. BACKGROUND in which V denotes the set of nodes in the network, @hd
In this section, we first present the network model studietenotes the set oflirected edges. Each contadt € L is
in this paper. We then describe the general approach tostnica

routing in a DTN with and without RLC, and define the 1 Contagts_can _bdirected if two i_ndepende_nt wirel'ess channels are used
£ tri to studv RLC b fits. Last for transmissions in the two directions, andirected if the same wireless
periormance metrics we use 10 study enetits. Last, Winnel is used for transmissions in both directions andofat capacity can

provide a discussion about the design space for DTN routing arbitrarily divided between them. We focus on the firsedasthis paper.

NOTATIONS AND SIMULATION SETTINGS
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Fig. 1. Graph representations of a DTN contact trace.

represented as an edge, labeled with a fdaii),b(!)), i.e., each direction. Most of our simulation results are obtained
the time of the contact, and the number of packets that canur&er the assumption that pair-wise meetings are described
exchanged using the contact. For example, Eg) illustrates by independent Poisson processes with fate 0.0049%. The
the temporal network model for a contact trace of a DTN witRoisson assumption speeds up the simulations, and is a good
four nodes during the time interv@l, 24]. approximation on timescales beyond the average time a node
Another useful graph representation for a DTN contaspends to cross the region, when nodes move according to
trace is theevent-driven graplproposed in 14]. For example, common random mobility models (like random waypoint and
Fig. 1(b) shows the event-driven graph corresponding to tmandom direction) and the network is sparse. This obsenvati
contact trace in Figl(a). The event-driven grapfi(£, B) for was first made by1[2]. Later works (R2], [7]) have formally
a contact trac& and buffer constraint8(-) is constructed as proven that the tail of the Complementary Cumulative Distri
follows: for each contact= (¢, u,v,b) € L, two nodes(u,¢) bution Function (CCDF) of the inter-contact time is actyall
and (v, t) are added to the gragh, respectively denoting the exponentially bounded for many common random mobility
sending and receiving event of the contact. A diredgteadr- models in a finite region. The characteristic time beyondwhi
node edgddepicted as a horizontal line in Fif(b)), labeled the inter-contact time exhibits an exponential behavios ha
with b, connects nodéu, t) to node(v,t), denoting that up been investigated in7], [8]. Because of its tractability, the
to b packets can be transmitted from nodeo v at timet. Poisson meeting process has been widely adopfet, ([30],
If two consecutive contacts involving nodeoccur att; and  [40]).
t2(> t1), a directedntra-node edgeconnecting nodesu, ¢;)
to (u,ts) is added to grapld (depicted as a vertical line in
the figure), with a capacity equal #(u), i.e., the maximum
number of relay packets nodecan store. Non-coding based unicast routing schemes for DTNs can
The event-driven graph is a static, i.e., time-independeRg classified as single-copy or multi-copy schemes.
graph that represents both temporal constraints of theactspt ~ Under a single-copy scheme4(]), each packet isfor-
and resource (bandwidth and buffer) constraint4] phowed Wardedalong a single path, and at any point in time, there is a
that many problems on DTN routing can be solved by applyirfghdle copy of the packet in the network. Such schemes place
classic graph theory algorithms on this static graph. THainimal demand on the node buffer space, and usually incur
following proposition is a restatement of Theorenn [14]: @ low transmission overhead. But when future contacts are no
Proposition 2.1: There is a feasible routing schedule foknown in advance, forwarding decisions can later turn out to
delivering K packets originated from: immediately before b& wrong and in general lead to suboptimal performance. In
¢, to nodev by time t,(t, > ;) under contact trac& and such cases, it is often bengﬁmal to use mu!ti-copy schepjest
buffer constraint3(-) if and only if there is a flow of value reduce delivery delay and increase the delivery probgbilit
K from node(u, t1) to node(v, 5) in the event-driven graph ~ Under a multi-copy scheme, a packetdspiedto other
G(L,B). nodes to be simultaneously forwarded along multiple paths
To see this, we note that the value of a flow on an intei@ the destination, _Ieading_ to multiple copies of a packet in
node edge equals the number of packets sent during tH& network at a given point in time. For example, epidemic
corresponding contact whereas the value of a flow on an intf@uting proposed by Vahdat and BeckeAd)) floods the
node edge corresponds to the number of packets being cariétple network in order to deliver a packet. By making use
by the node during the corresponding time interval. of all transmission opportunities, epidemic routing achg

In our simulation studies, we assume homogeneous resource N o
We have performed simulations using different values gorand con-

constraints, i'eB(U) = B, forallu € V, and when two nodes_ firmed that the relative performance gain achieved by RLG@s is not
encounter each othel(b > 1) packets can be exchanged iraffect by the value of.

B. Non-Coding Routing Schemes
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minimum delivery delay when the network is lightly loadedamongxg, ..., x,., there is at least one combination that cannot

but causes severe resource contention under heavier traffibe linearly expressed by the combinations stored in ngde
node v has useful (i.e.jnnovativg information for nodeuv,

C. RLC based Routing Schemes andx,., is useful to node (i.e., increases the rank of node

g With probability greater than or equal to— 1/¢q (Lemma

In this section, we describe the basic operation of Rand '
2.1 in [9))%.

Linear Coding (RLC) based DTN routing schemes.
When RLC is applied to packet data networks, the paylo Performance Metrics
of each packet is viewed as a vector of symbols from a finite o
field F, of sizeq ([28]). Assuming all packets have the same We assume that each message generated by the application
payload size equal t& bits, each packet can then be viewedp segmented into a group of packets in order to take advantag
as a vector ofl = [S/log,(q)] symbols fromF,. of sho_rt contacts d7]). We denote the group of p{;\ckets
A collection of packets that can be linearly coded togethB€longing to a message &5, = 1,2, ..., K, and the delivery
is called ageneration Supposek packetsP;,i = 1,2, ..., Kk, delay of packet’; as D; for i = 1,2,..., K. If we assume
constitute a generation, we denote hy € FZ, the symbol that the destination can only process the message after all

vector corresponding to each packet. A linear combination Backets in the message are delivered, then an importantmetr
the K packets is: is the group delivery delay D,, defined as the time from

the generation of the message, i.e. of the group of packets,
to the delivery of the entire group to the destination, and
we have D, = max<i;<xD;. Depending on the specific

- o application, other metrics might be more meaningful. For
wherg _add|t|on and multlpl|ca}tlon are ovEry,. The_ vector of example, if the application can process each packet individ
coefficients,a = (au,...,ax) is called theencoding vectar 51y upon its delivery, themverage packet delivery delay

and the resulting linear combinatior, is called anencod_ed D, = Zfil D,/ K—should be considerédFinally, if packets
packet We say that two or more encoded packets are lineagly st pe processed by the destination in order, i.e.P;if
indepen_dgnt if their encoding vectors are Iinearlly indemm. can be processed only after all packedds,1 < j < i
Each original packetm;, i = 1,2,...K, is a special combina- haye heen delivered, then theerage in-order packet delivery

tion with coefficientsa; = 1, anda; = 0,V # i. delayshould be considered, where the in-order packet delivery
Under RLC schemes, network nodes store and forwatg@ay for packetP; is defined asD; = max<;<;D;, for

encoded packets, together with their encoding vectorsaFof _ | o g

generation of sizef, the coefficients take ugt’ symbols;  por gpplications that generate small messages, segmenting
while the payload isl = [5/log,(¢)] symbols. This leads (he message into even smaller packets can lead to a large
to a relative overhead, i.e., the ratio of the size of thgative overhead (for packet headers and encoding véctors
encoding coefficients and the payload,/of ([.S/1ogz(4)]) & |n such applications, RLC can be applied to a group of packets
Klogy(q)/ 5. _ whose generation times are close to each other.

If the set of encoded packets carried by a node containsy, oyr study, we have assumed that all information transmit-
at mostr linearly independent encoded packeis ..., x,, W  taq has to be delivered, and therefore delivery delay is gt m
say that the rank of the node is We refer to ther x K jnportant performance metric. There are network scenarios
matrix (denoted asA) formed by the encoding vectors ofgnqg applications where packet losses may be tolerated er hav
X1, Xy @S the node’e_ncodmg matrix Essgnually, th_e _node to be tolerated, so that a more relevant performance me&jc m
storesr independent linear equations with th€ original pe the percentage of packet delivered by a given deadline. We
packets as the unknown variables, i.AM = X, where yiscuss these cases in S&.

M = (mj,mg,...,mg)7T is theK.><d matrix of theK original As a measure of resources consumed (bandwidth and trans-
packets, an&X = (x1,xz,...x,)" is ther x d matrix 0}‘ ther  mission power) in the network, we consider the total number
encoded packets. When a node (e.g., the destination) ®acfi§ransmissions made within the network for the group. her
rank K (i.e., full rank), it can decode the originak pacll(ets exists an inherent trade-off between the delivery delaythad

through matrix inversion, solvindM = X for M = A" X mber of transmissions made, which is further studied in
using standard Gaussian eliminafion Sec.lll-C.

We illustrate data forwarding under RLC schemes using
the transmission from node to node v as an example.
Nodewu generates a random linear combination of the encodEd
packets in its buffexy, ..., X, Xpew = Z’j‘:l B;x;, where the ~ We now discuss various design options for DTN routing
coefficientssy, ... 3. are chosen uniformly at random frofiy. schemes, all of which, but for generation management, are
Clearly’ xne’u{ 's also a Iingar -Combination -Of thet Origin-a-l 4 If node v knows the encoding matrix of node through full signaling
p?‘Ckets' This new cpr_nblnatlon, _along with the Coemc'en@ec. II-E), it can generate a useful combination using the detertiinis
with respect to the original packetis forwarded to node. If  aigorithm proposed in1jg]. We do not consider such possibility in this paper.

5 We implement the following extension to the basic RLC operato

3 It is possible for a node to decode one or more original packefore it improve its performance in terms of packet delivery deldya irelay node

reaches full rank. This happens for example if its encodiadrin A contains can decode one or multiple packets (before it reaches fultl)rd forwards the
one or more row vectors that have exactly one non-zero cimgftic decoded packet(s) (rather than random linear combinatiorthe destination.

K
X = E o;m;, o € Fo,
i=1

Design Space



applicable to both non-coding and RLC schefnes formly at random a generation to transmit from all candidate
Control Signaling. Nodes in the DTNs periodically generations with the same priority. Scheduling among packe
broadcast and listen for beacon messages in order to diem the same generation is performed via RLC operation, i.e
cover their neighbors, and exchange information about thenode transmits a random linear combination of the encoded-
packets/encoded-packets carried by each other. Suchotornpackets it carries to the other node.

signaling is useful for nodes to decidehether to transmit  As for buffer management, we consider tlgophead
and what information to transmitWe consider the following schemefor non-coding schemes: when the buffer is full, the
different control signaling. node drops the relay packet that has resided in the buffer the

« Normal Signalingsignaling is limited to periodic beaconlongest. For the RLC scheme, when a node with a full buffer
messages in order to discover neighbors. A node omgceives a new encoded packet, it chooses a generationtgom i
transmits packets when it detects at least one neighbduffer that has the highest rank (ties are broken randortfly).

o Full Signaling after two nodes discover each other vidhe newly received packet belongs to the selected generatio
beaconing, they exchange information about what theyne existing encoded packet of the generation is replaced by
carry. Under the non-coding scheme, they exchange titerandom linear combination with the newly received packe
sequence numbers of the packets they carry. The nddtherwise, the node randomly selects two encoded packets
then transmits only packets that the other does not carfrom the chosen generation, and replaces them with their
Under the RLC scheme, the nodes exchange the encodiagdom linear combination.

information for the other node. employrecovery schemes save resourced ], [50]. For ex-
Simulation results reported in the paper are for the fulmple, under th& ACCINErecovery, aranti-packet(delivery
signaling case, unless otherwise specified as in Beb2. acknowledgment information) is generated by the destinati

Transmission Scheduling and Buffer ManagementRout- upon packet delivery, and then propagated in the entire net-
ing schemes for resource constrained DTNs need to dealrk, in the same fashion that data packets propagate under
with resource contention through transmission scheduimdy epidemic routing, to delete obsolete copies of the packet. W
buffer management 4], [26]). When a node encounters anfocus on VACCINE recovery as it provides the most significant
other node, the scheduler decides, among all candidate{sackesource savings among the different recovery schemes. We
or generations in its buffer, which packets or generatians ¢xtend VACCINE recovery to work with RLC so that when
transmit to the other node. When a node with a full buffex generation of packets is first delivered to its destination
receives a new (encoded) packet, it decides whether andchowhie destination generates amti-generationwhich is then
make space for the new packet based on its buffer managenm@opagated in the network to delete the remaining copies of
policy. Existing works (#], [26], [27]) have proposed to packets or encoded packets belonging to the generation.

estimate the utility of each packet, and select the packets t Replication Control. In resource constrained DTNs where
transmit or drop based on packet utility in order to optimizgodes have limited energy or finite transmission bandwiaith,
some system performance metric. These schemes typicglpth it is beneficial to control the total number of timesttha
require nodes to estimate and exchange additional contﬁglcket (or a generation) is transmitted in the network,tgho
information about node mobility or packet propagationisat s calledreplication controlmechanisms. Replication control
for packet utility calculation. mechanisms trade-off delivery delay for resource consianpt
In our study of the benefit of RLC, we adopt the followingsome of these mechanisms limit the number of transmissions

simple transmission scheduler for the non-coding scherde &y, setting a maximum hop count, or a TTL timer for packet

the RLC scheme When there are multiple unicast flows in theopies, while others, such as spray-and-wait, directlyt ine
network, during an encounter, a node gives higher tran8missnymber of transmissions.

e e e’ Urcer iy spay-ancous) 40), e source e
' 9 P 9 ’ assigns a number abkens denoted ag”, to each source

from the node itself are served first. Under the non-codin : : . .
cket it generates, which specifies the maximum number of

SCheT"e' a node selects umformly at rand(_)m_ a packet am [$hsmissions that can be made for the packet in the network.
candidate relay packets with the same priority, and perfor\r/vhen a node carrying a packet with token vatug: > 2)

a round robin schedulingamong source packets it carfies
. meets another node that does not carry a copy of the packet,
For the RLC scheme, during an encounter, a node selects YL packet is copied to the latter node and thiokens are

6 For example, a network might deploy a RLC scheme that employmal equa”y Spllt between the two copies of the pac!(et, "_e" the
signaling, utility based transmission scheduling, VACEIKecovery, ands-  former copy keeps$c/2]| tokens and the new copy is assigned
hop replication control. As these design options affecttinguperformance | /2| tokens. A node carrying a packet with token value 1

and overhead, in our comparison of RLC schemes and nongatinemes, : - - :
we adopt similar design options for both of them. can only deliver the packet to the destination. In this whg, t

7 Any utility-based scheme can be adapted to work with RLC sereso  total number of transmissions made for the packet in the evhol
that transmission scheduling and buffer management decisie based on network is upper-bounded liy, though the actual number of
the utilities ofgenerationsinstead of individual packet. , copies being made is often smaller when a recovery scheme is

As verified by simulation, this helps to achieve a better megain the | d. In Sedll-C d the bi d .
early phase of the dissemination, when small differencethénnumber of employed. n eC. - ,.We e?(ten the binary spray-and-wait
copies of different packets can be amplified by epidemiasliéi. to be used in conjunction with RLC.



Generation Management An RLC scheme needs to ad-
dress the question of how many and which packets form ke |
a generation. Packets cannot be arbitrarily coded together . 1 C
First, as we have observed, the overhead of transmitting and  time @
storing encoding coefficients grows with the generatioe,siz K=2
as does the complexity of encoding and decoding operations. @ 1 *@
Second, for unicast applications, whén packets destined 2
to K different nodes are coded together, each of fkie )
destinations has to receiv& encoded packets in order to @ @7)
decode the one packet destined to it. We discuss in more depth

the impact of generation management in S¥€A. . . .
\\\\}f?z
I1l. SINGLE SOURCE CASE w2
In this section, we focus on the case where a group of <‘3'23)/—'<i—""<=2

packets, from a single unicast source, propagate in a DTN
where bandwidth and buffer are constrained. We first preséift 2. Augmented event-driven grapd’(Z, B, (1,4,0,2)) for cal-
an algqrithm to calculate theninimum group de"Yery time_ g?luatmeg )Tln‘:'rtqgmneg\jvrl(;/uF;dggltliveerégg;nearéoﬁlré@r?\i/)it’hV\Qg]shgéu%inez, and
for a given a contact trace under buffer constraints, pmvithe updated intra-node edge capacity is highlighted usigd Kont.
intuition about why RLC schemaesithout replication control ;}hetvafz)ax";ﬂtl;;n(lflzv)v (f1f0£n 2()17(02) ltf; )(g I7S) ?ﬁ flalghzi?\/(ef lgyz)th(i )folel;r)]VdV-
achieve this minimum time with higher probability than non(lg70)7(me),(113.5)7(’37'3,5’),(’3,'23’),(21, 23),(4).
coding schemes, and present a lower bound for this probabil-
ity (Sec.lll-A). We then discuss other performance metriacsxample, Fig.2 plots the augmented event-driven graph for
(Sec.llI-B), and demonstrate that RLC schemes improve thiee group of packetél, 4,0, 2) for the DTN trace depicted in
delay-per-transmissiom comparison to non-coding schemesig. 1, with B(u) = 2,Vu € V. Based on Propositio@.1,
when replication control is employed (Seli-C). Finally, we group of packetss, d, ¢y, K) can be delivered given contact
discuss how bandwidth and buffer constraints, differenticd trace£ and buffer constraint8(-) if and only if there is a flow
signaling, realistic mobility traces and node churn affée of value at leask’ from (s, ¢o) to (d) in G'(L, B, (s, d, to, K)).
benefits of RLC schemes (Sdd-D). We therefore have the following proposition:
Proposition 3.1: To determine the minimum group delivery

A. Probability to Achieve Minimum Group Delivery Time  time for the 4-tuple (s, d,to, K) given contact traceC and

We use thed-tuple (s, d, to, K) to denote a group of¢ buffer constraints5(.), it suffices to findLwin, the shortest
unicast packets generated by source ned timet,, all of left subsequence of such that the augmented event-driven
which are destined for the same destinatibrFor a4-tuple 9raPhg’(Lmin, B, (s, d, to, K')) can support a flow of valu&
(s,d,to, K) that can be delivered to the destination unddfom (s, o) to (d). The time of the last contact iinn is the
the contact traceC and buffer constraints3(-), there is a Minimum group delivery time.
minimum group delivery timby which all of the X' packets  Algorithm MIN_DELIVERY_TIME (Alg.1) intertwines
can be delivered to the destination. This time is in genefdle steps of searching fol., with the iterations of
achievable only by an oracle scheme with knowledge of dfte Ford-Fulkerson algorithm for the maximum-flow prob-
future contacts, and provides a lower bound for the grol@m ([29]). A complete description is provided ir5]]. Start-
delivery time achieved by any practical routing scheme. Weg with an empty augmented event-driven gragh =
first propose an algorithm for calculating the minimum groug’ (9, B, (s, d, to, K)) = ({(s,t0), d},0), the algorithm iterates
delivery time. the expand graph phasand thefind max-flow phasentil

1) The algorithm: We first explain how to determinethe value of the flow reachek™ or all contacts inL have

whether the group ak” packets can be delivered given contad?een processed (in this case tiepackets cannot be delivered
trace£ and under buffer constraint-). To address this issue, Under the trace).
we first build the event-driven gragh(£, B), and then enlarge  In the expand graph phasehe graphG; is expanded by
this graph by adding two nodes: nofie ) that is connected considering events frond, in time order, until FIND PATH
by an intra-node edge with capacify to the node(s,t;), (9r.(s,t0),(d)) finds a new path with a non-zero residual
wheret; is the time of the first contact aftep involving capacity from node(s, o) to node(d). Here GROWg;, 3, )
nodes, and a special nodél) to which all nodes involving €xpandsg; by processing contact € £, following the
noded are connected. These edges have a capacify,ciis Procedure described in Set-A.
up to K packets can be transmitted from noggt) (with Once a path is found, the algorithm enters firel max-
t > to) to (d). We also change the capacities of all intra-nodéow phasewhere the flow is augmented until the max-flow
edges for the source nodeand the destination nodé to
K, as we assume nodes have sufficient buffer space to storelhe residual capacity of an edge is the difference betweenapacity

. nd its current flow value, i.e. how much the flow can still berémsed on
source packets or packets destined for them. We denote 1% edge. The residual capacity of a path is defined as thenmin of the
augmented event-driven graph 5L, B, (s,d, tg, K)). For residual capacities of all edges in the path.




Algorithm 1 MIN_DELIVERY _TIME (£, B, s,d, o, K), find  (or encoded packet(s) for RLC schemes) to forward during
minimum group delivery time for the group of packetsa contact or to delete when the buffer is full. As a result,
(s,d,to, K), under contact trac€ and buffer constraint8(-)  the destination may receive redundant information through

1 Input: £, B, s, d, tg, K the K forwarding paths that achieve the minimum group

2L, =L, [f=0,Gr = ({(s,t0),(d)},0) delivery time and more time is needed to deliver the group

3: while f < K and., #0 do of packets. Compared to non-coding schemes, RLC schemes

4. /] Expand Graph Phase reduce the probability of making wrong choices, due to the

5. repeat larger set of possible useful encoded packets: at a gives tim

6: /I Expand graph until a contact to nodes found  the number of linear combinations useful for the destimaiso

7: repeat much greater than the number of useful packets. For example,

8: [ =pop(L,) Il Extract next contact front, under a randomized non-coding scheme, if a relay node sarrie

o: Gy =GROW@y, [, B), G¢ + G r < K packets, one of which has already been delivered to the

10: until »(1) = d /I Until the noded is the receiving destination, the probability that this relay chooses tavéod
node of contact the useless packet is/r. Whereas under the RLC scheme, if

11: P =FIND_PATH(Gy, (s, to), (d)) the rank of a relay node is, and the destination carries one

12: until P # null combination that is linearly dependent from theencoded

13: /I Find Max-Flow Phase packets carried by this relay node, the probability that the

14:  while P # null and f < K do combination forwarded by the relay node is useless for the

15: (g},, b)=UPDATE_RESIDUAL_GRAPH@G, P) destination isl /¢"~! wheregq is the size of the finite field. In

16 Gr G f—f+0 generaly > 2, 1/¢"~' << 1/r (e.9.,q = 2% is a commonly

17: P =FIND_PATH(Gy, (s, to), (d)) used finite field size in RLC).

18: end while In the absence of replication control, the RLC scheme makes

19: end while use of all contacts to propagate the generation, includinge

20: if f > K then contacts alonghe set of K forwarding paths that achieves

21:  return t(1) // return the time of contaat the minimum group delivery tim&Ve denote by; the number

22: else of transmission scheduling and buffer management deaision

23:  return -f// return the negative of that network nodes make under the RLC scheme along this

24: end if set of forwarding paths. This number affects the probabilit

that the RLC scheme achieves the minimum group delivery
time. Obviously,n is upper bounded by the total hop count
from node(s, ty) to (d) in G; is determined. While the Ford- (including intra-node and inter-node edges) of the set tipa
Fulkerson algorithm25] used here is not the most efficientdenoted asH;,;,;. The actual value ofy; depends on the
max-flow algorithm, it allows us to incrementally augmer# thspecific contact trace, buffer constraints and packet griéap
flow instead of starting the maximum flow calculation fromhe example in Fig2, we haven = 3 as network nodes need
scratch every time the graph is expanded. The procedure W&-make three transmission scheduling decisions, respécti
DATE_RESIDUAL_GRAPH(@G,P) implements the following during the contactél, 2, 1.2), (1, 3, 3.5) and(2, 4, 10.2)1°, and
two steps of the Ford-Fulkerson algorithm: augmenting theero buffer management decision. The total number of hops
flow along pathP and updating the residual graph. The returaf this set of paths i1 =9 > 3 = 7.
valueb is the increment of the flow value due to pdth We note that the RLC DTN routing scheme corresponds to a
If a flow of value at leasf( is determined, AldL returns the RLC routing scheme on the corresponding event-driven graph
time of the last contact that has been considered. Otherwiggich is a static graph. Theorem 3 ihg] applies to RLC on
it returns a negative value f (the sign denotes the failure tostatic graphs and provides a lower bound on the probability
deliver the whole group of packets, arfdyields the number (in terms of finite field size, number of edges with random
of packets that can be delivered). L&t be the subsequencecoefficients, and number of receivers) for an RLC scheme to
of the contact tracel considered up to termination, thesupport a set of feasible multicast flows. Using this reswt w
computational complexity of Algl is O(K|L'|). prove the following proposition (se&]] for details):
Alg.1 can be extended to return the set of paths that support®roposition 3.2: Consider a group of packets, d, ty, K)
the flow of valueK in the event-driven graph. The set of pathpropagating under a contact tragevith buffer constrain3(-),
corresponds to a specific DTN routing schedule that achievasd a set ofiX forwarding paths that achieves the minimum
the minimum group delivery time. For example, the twgroup delivery time. Let) be the number of scheduling and
paths  (1,0),(1,1.2),(2,1.2),(2,7),(2,10.2),(4,10.2),(4) buffer management decisions that DTN nodes perform under
and (1,0),(1,1.2),(1,3.5),(3,3.5),(3,23),(4,23),(4) in the RLC scheme along this set of paths. The RLC scheme
Fig. 2 support a flow of value from (1,0) to node(4), and achieves the minimum group delivery time with probability
correspond to a set of two paths that achieves the minimum
group delivery time for the group of packets, 4,0, 2). 10 when nodel encounters node€ at ¢+ = 1.2, it has two packets

2) Probability to achieve minimum group delivel'y time: in its buffer, and needs to decide what to transmit, theeefibre contact
(1,2, 1.2) involves transmission scheduling. Similarly for contats3, 3.5)

In practical Sett_ingS' network nodes, without prior knatge and (2,4,10.2). Transmission during contadf, 4,23) does not involve
about contacts in the network, might choose “wrong” paciet(scheduling decision as nodehas only one packet in its buffer at time= 23.
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greater than or equal td — 1/¢)". We now briefly consider the delay to deliver a certain
Fig. 3(a) plots the empirical cumulative distribution func{raction of the packets. Fig(c) plots the CDFs of the group
tions (CDFs) of the minimum group delivery delay, and oflelivery delay, and of the time for the destination to reeeiv
the group delivery delay achieved by the RLC and the noh®% and 90% of the packets. For the RLC scheme, the
coding scheme ovel00 different simulation runs for the casescurves are almost identical, so that we plot a single curve.
with and without buffer constraints = oo, B = 1). All In this particular setting, the destination may receive fire
simulation experiments in this paper have been carried packet later under the RLC scheme than under the non-coding
follows: 1) unless otherwise specified, the default paramescheme, but it can decode the fistpackets faster. There-
settings in Tablel have been used, 2) at each simulatiofore if the application requires a target delivery probiapil
run the random number generator (used for generating thigher tharn0%, the RLC scheme outperforms the non-coding
contact trace and RLC random coefficients, and for randagnheme. We discuss this issue further in Sectibn
transmission scheduling and buffer management) is izl ~ RLC schemes achieve faster information propagation at the
with a different seed, 3) the same set of contact tracespice of a greater number of transmissions and a larger buffe
considered for all the schemes. F&fa) shows that the CDFs occupancy. For example, Fig(a) plots the total numbers of
of the RLC scheme and of the minimum group delivery delgyacket copies (for the non-coding scheme) or combinations
for both cases almost overlap. A closer inspection shows ttfgor the RLC scheme) in the network as a function of time
the RLC scheme achieves the minimum group delivery delégr one simulation run (the group of packet is generated at
in 98 out of 100 runs for theB = oo case and 95 out of time ¢ = 0). Under the RLC scheme, the probability that
100 runs for theB = 1 case. In contrast, the delivery delaywo nodes that meet each other have useful information to

under the non-coding scheme is larger, especially when tkxchange is higher, leading to a sharper increase in the tota
buffer is limited. number of copies/combinations in the network. Furthermore

under the RLC scheme, the recovery process starts only when
the whole generation is delivered, whereas under the non-

B. Other Performance Metrics coding scheme, the recovery process for an individual gacke
We now compare the RLC scheme and non-coding scheffarts immediately when the packet is delivered.

in terms of other delay metrics and the total number (2{ Del Number of T . Trade-off
transmissions made in the network, using the same set ©f €lay vs. NUmber ot fransmissions frade-o

simulations as presented in the last section, focusing en th For the RLC scheme to be beneficial in a resource con-
case that buffer size are infinite. strained DTN, the RLC scheme needs to reduce delays without

We first consider the average packet delay and average l}urring higher transmissions overhead than the nonngpdi

order packet delay. Fig(b) plots the CDFs of different delay Scheme. .
metrics achieved by the RLC scheme and the non-codingVe propose theoken-basedRLC scheme which extends

scheme from the00 different simulation runs (with3 = cc). Pinary spray-and-wait. A certain number of tokens (denoted
There are four almost overlapping curves, corresponding 8§ Cs) is assigned to each generation to limit the total
the CDFs of the minimum group delay and the three differeAtmber of encoded-packets that can be transmitted for the
delay metrics achieved by the RLC scheme. Under the RIggNeration in the network. The operation of RLC schemes is
scheme, the average delay and the average in-order delay@t€nded with the following consideration on tokEnaVhen
only slightly smaller than the group delivery delay. In thi$Wo non—d_est|nat|on_10des meet, they redistribute Fhelr tokens
setting, the RLC scheme performs better in terms of groifp Proportion to their ranks (se&] for more details). Then
performs be.tter in terms of all tkﬁemetri.cs whenB =1 (the 11 We focus on a particular generation so that we can talk atbeuntimber
figure is omitted due to space constraint). of tokens and the rank of a node without specifying the geiuera
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Fig. 4. (a) Buffer occupancy under one simulation run, (5cpup delivery delay vs number of transmissions trade-offieved under replication control
with per-packet token number betwegmnd 100 for non-coding and E-NCP schemes, and per-generation tokerber betwees0 and 1000 for token-based
RLC schemeK = 10

one token. After each transmission, the sending node reduaéfect the benefits of RLC schemes.

its number of tokens by one. The two procedures (tokenji) |mpact of Different Bandwidth and Buffer Constraints:
reallocation and transmission of one combination) areatge \We first vary bandwidth while fixing the buffer constraint
until the contact terminates. This way, the total number gf — K (i.e., no buffer constraint) and consider its impact
transmissions made toon-destinatiomodes is bounded by on RLC benefit. We observe that as the network bandwidth
Cy. When a node meets the destination, it transmits as magcomes less constrained, the benefit of RLC diminishes and
combinations as it can, independent of the number of tokensjisappears when the number of packets that can be exchanged
has. Under full signaling the total number of transmissitins during each contact, equals the group siz& . In this case,
the destination (for the destination to reach full rankKisvith  the K packets propagate independently without competing
probability greater than or equal (0—1/¢)* ' (Sec.lI-C). In  for bandwidth, and the group delivery delay coincides with
summary, this scheme limits the total number of transmmssiothe epidemic routing delay under no resource constraints
in the network toC, + K with high probability. The actual ([50]). For example, Fig5(a) plots the average group delivery
number is smaller when a recovery scheme is employed. delay and its 95% confidence interval (based166 different

A different replication control scheme, callédNCP, was  simulation runs) under varying bandwidth constraints, dor
proposed in30]. For a group oK packets, the source dissemyroup of K = 10 packets from the same unicast flow.
inatesK” (slightly larger thank’) random linear combinations  \we have observed a much more significant RLC benefit
(which are referred to gsseudo source packgt® the firstK” \ han the buffer imposes a constraint (F&fa)), and hence
relays that it encounters. Each of the relays then uses binary\ye consider the benefit of RLC schemes as a function of
spray-and-wait to limit the tota}l number of transmissiorsd® | ffer size. Fig.5(b) plots the average group delivery delay
for the pseudo source packet it carries. Different pseudocgo (and the 95% confidence interval) for a group &f = 10
packets are randomly and linearly combined at relay ”OdES’p?ackets achieved by the RLC scheme and the non-coding
under regular RLC scheme. _scheme as a function of node buffer siz8, We observe

We compare the group delivery delay versus transmissigi,s 45 puffer sizes decrease, performance under the RLC
number trade-off achieved by the non-coding scheme (Wilheme degrades only slightly, in sharp contrast to the non-
binary spray-and-wait applied to each of tlf¢ packets), cqging scheme. As different packets are mixed randomly by
the token-based RLC scheme, and the E-NCP scheme Byjos nder the RLC scheme during transmission or buffer
varying the number of tokens. Fig.(b) and (c) plots the ,an45ement decision, the RLC scheme allows a more uniform

average group delivery delay versus the average numberyQfyin ion of different packets in the network. For thenno
transmissions (together with the 95% confidence intervata f coding scheme, the more copies a packet has in the network

100 simulation runs) achieved by the RLC scheme and nofle more the packet is copied to other nodes and evicts copies
coding scheme, respectively for the cases where there ar

\ Ar€Rdther packets when buffer is full. This results in an umeve
buffer constraints and wherB = 2. We observe that, with

N T propagation of different packets: some packets spreadiguic
a similar number of transmissions, the two RLC SChemgs 5 |arge number of nodes, while others spread much more

achieve a smaller average group delivery delay than the NQibwly. Hence, it takes much longer to deliver the “slowest”

coding scheme. Token-based RLC scheme 0utperformsdflfa-cket and therefore the whole group of packets.

NCP, especially under small number of transmissions. Un erz) Impact of Control Signaling:Simulation results pre-

limited relay buffer, the RLC schemes improve the trade-off : .
. . _.~sented so far are for tHall signalingcase, where two encoun-
between group delivery delay and number of transm|SS|ops. . .
significantly, ering nodes exchange information e_lbout what they cary, an
] ; . decide whether and what to transmit to the other node based
D. Discussion of RLC benefits on such information. Full signaling incurs greater trarssioin
In this section, we study how resource constraints, siggaliand computational overheads for the RLC scheme than for

level, mobility patterns, and the fraction of on-and-offdes the non-coding scheme, as each node needs to exchange the
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encoding matrix (in comparison to packet sequence numbers) 120
and calculate whether it has useful information for the othe I
node.
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We now considemormal signaling where two nodes en-
countering each other do not exchange information about
what they carry. For the non-coding scheme, a node randomly
chooses a packet from the set of packets it carries, and
forwards it to the other node; for the RLC scheme, a node
always generates and transmits a random linear combirtation
the other node. Figh(c) plots the group delivery delay versugig. 6. Group delivery delay under varying number of On-Qsfias
the number of transmissions trade-offs achieved by the non-
coding and the RLC scheme with full signaling and normal
signaling under varying token numbers. We observe that the IV. MULTIPLE UNICAST FLOWS
non-coding scheme performs significantly worse under nbrma
signaling, whereas the performance of the RLC scheme
almost not affected by the lack of information.
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~We have shown that RLC schemes achieve faster delivery
ofa group of packets from the same unicast flow than non-
coding schemes, at the cost of a larger number of network
transmissions. Furthermore, when replication controlns e
loyed, RLC schemes improve the trade-off between delivery
lay and transmission number.

Mrhe next guestion to ask is whether RLC schemes provide
benefit when multiple unicast flows are present in the
ork. The presence of multiple flows adds a new dimension
generation management, in fact one can limit coding to
Sﬁgckets belonging to the same flomt(a-flow coding), or
allow coding packets belonging to different flonigtér-flow
coding), where nodes combine packets from different s@urce
but destined for the same destination, or even combine packe
regardless of their source and destination. Next, we first

. . amine the benefits achieved by RLC under inter-flow coding
dynamic setting where some nodes alternate between an

the case where there is a single generation in the network
state where they participate in routing and an Off state ehe S L .
they turn off their radios, but keep their buffered packidt. 4And then focus on studying intra-flow coding in a network with

. . multiple unicast flows.
call such node®n-Off nodesThe other nodes (including the P
source and the destination) are always active.

3) Impact of Real Mobility: To study the impact of real
mobility, we compare the performance of the RLC sche
and non-coding scheme using contact traces collected fro
the UMass DieselNet6] testbed in the spring semester o%m
year 2006. The DieselNet contact traces correspond ton@%/w
challenging scenario where most packets cannot be delive

the probability to deliver a group of packets from thé%
achieved by the non-coding scheme3iid%s. Our experiments
are described ing1] in details.

4) Impact of Node ChurnWe now briefly consider a more

A. Inter-Flow Coding
Fig. 6 plots the average group delivery delay under different
number of On-Off nodes. For On-Off nodes, the duration ?(f)

the On periods and of the Off periods is uniformly dlsmh'medestined for a single destination, i.e., the Single-SoB8ingle-

respectively |n_[0,50] and in [0, 10(.)]' When _the fraction of Destination §S SD) case. Now we investigate the benefit of
On-Off nodes increases, the relative benefit of RLC becomes_, . ]
o . ) applying RLC to:
more significant both in absolute and relative values. The. S .
. . i) a group ofK packets originating fronk" different sources
increased randomness of the RLC scheme make it more robus ) S . ;
destined for the same destination, i.e., the Multiple-

: . . al
to (temporary) loss of information due to nodes being turn . o
off. e\SCH:)urces Single-DestinatioMS _SD) case, and

The focus of Sedll is on the benefit of RLC when applied
a group of packets originating from a single source and

10
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Fig. 7. Benefit of RLC under inter-flow coding, for a DTN wifi = 101 nodes,K = 10, homogeneous exponential inter-contact time with fate 0.0049,
bandwidth constraint of = 1 packet per contact. The per-packet token number in b) ans \@ried betwee, 10, 20, ..., 90, 100

i) a group of K packets originating fromK different decode the one single packet destined for it. When buffers ar
sources and destined fdk different destinations, i.e., thealso constrained, we observe that with a small total number
Multiple-Sources Multiple-Destination$AS_MD) case. of transmissions, the RLC scheme performs worse than the

For the MS SD case, Alg.1 can be extended to calculatenon-coding scheme; however, when a relatively larger numbe
the minimum group delivery time (se&1]] for details). We of transmissions is allowed, the RLC scheme achieves better
perform simulations to compare the group delivery deldyade-off than the non-coding scheme.
achieved by the RLC scheme and the non-coding schemésiven that RLC is most advantageous when applied to
against this baseline, and plot the CDFs (frafit different packets from the same flow, we focus on intra-flow coding
simulation runs) of the minimum delivery delay and of thé the case of multiple continuous flows in the next section.
group delivery delay under the non-coding and RLC scheme . ) ) )
in Fig. 7(a). We note that the RLC scheme achieves smallgr Multiple Continuous Flows with Intra-flow coding
group delivery delays than the non-coding scheme, and théVe now assume there aré unicast flows in the network,
delays are close to the minimum possible. and each source independently generates grougs ef 10

The token scheme described above can be applied alsd@skets according to a Poisson process with rat&LC is
MS_SD and MS MD cases by assigning a per-packet tokeapplied to packets belonging to the same group.
numberC to each of theK packets at its respective source We perform simulation studies for a network with = 101
upon packet generation. The subsequent operations are tages, assuming bandwidth constraintef 1 and no buffer
same as th&S SDcase: a node is always allowed to transmgonstraint, to compare the average delivery delays acthieve
to the destination (for theVS SD case) or one of thek by the RLC scheme and the non-coding scheme (without
destination nodes (for thlS_MD case), even when its tokenreplication control) under varying traffic rate We observe
number is zero. Similar to the SSD case, the total numberthat the RLC scheme without replication control reduces
of transmissions made in the network is bounded’dy + K  average group delivery delay when the traffic rate is low; but
under theMS_SD case, and by’ K + K2 under theMS MD  performs worse than the non-coding scheme when the traffic
case with high probability. rate is high, as shown in Fig(a), which plots the CDFs of

Simulation studies show that for théS_SD case, the RLC group delivery delay (for all groups in the network) in stgad
scheme and the non-coding scheme achieve almost identfiate under the RLC scheme and the non-coding scheme for
trade-off curves when buffers are not constrained. However= 0.45 x 1072, a relatively high rate.
when buffers are constrained, the RLC scheme improves théVe can explain this result as follows. First, at a relatively
trade-off, as illustrated in Figi(b). high traffic rate, there is a large number of different pasket

For the MS MD case, we compare thaverage packet in the network. it is therefore more likely that under the non

delivery delay® versus the total number of transmission§0ding scheme, two nodes can exchange useful information
achieved by the non-coding and the RLC scheme. Fig) When they meet. This means that the RLC scheme achieves a

plots the results for the casds when only bandwidth is smaller relative benefit. Secondly, RLC schemes incur aetarg

constrained i = 1), andii) when both bandwidth and buffernumber of transmissions for each generation, and when the
are constrainedb(= 1,B = 1). We observe that the RLC group arrival rate is high, contention for bandwidth undeCR
scheme performs worse than the non-coding scheme in &emes is greater than under non-coding schemes and some
former case. This is reasonable as the RLC scheme forces e@fcthe flows can be severely penalizéd
destination to receivé independent combinations in order to 10 alleviate resource contention, we resort to replication
control. For both the RLC scheme and the non-coding scheme,
12 Eor the MS MD case, as each of th packets is destined for a different W€ Vary the per-packet token numbér, between20 and

destination, it is more meaningful to consider teeragetime for each of

the destinations to receive the one packet destined foeit §verage packet 13 Flows with a larger number of combinations in the network are
delivery delay, than the time to deliver the last packet in the group (ifee, propagated more and then get even more resources. The rsharsimilar
group delivery delay to that described in Setll-D for non-coding schemes.
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Fig. 8.  Group delivery delay under multiple generation ca@Se= 101 flows with Poisson arrival of groups df = 10 packets,3 = 0.0049,b = 1

100. Fig. 8(b) plots the average group delivery delay under While Widmeret al. ([45], [46]) studied the benefit of RLC
different per-packet token numbers for three differenesatfor broadcastapplications in DTNs, we studynicastappli-
A=02x1073,X1=0.45x1073, and\ = 0.6 x 10~3. Under cations for which replication control and recovery schemes
relatively high traffic rates, the RLC scheme achieves alemalare introduced. Our finding that under normal signaling, the
average group delivery delay but only when the token numbmlative benefit of RLC is much more significant than that un-
is carefully tuned. For example, when = 0.45 x 103, der full signaling is in line with similar findings for broadst
the optimal number of tokens lies betwedfi and 50: if applications in 45].
the number is too large, severe contention leads to degradetsing the connection between E-NCP and the low-density
performance; if it is too small, some contacts are not exgdbi distributed erasure codes2]], [30] proved that in order
because all tokens have been consumed. For the non-codorgthe destination to decode alk packets with anyK
scheme, when the number of tokens is smaller théf, encoded packets with high probability, it suffices to set the
contention is not significant and a smaller token numberdeager-packet token limit in E-NCP t®(log K). In contrast, we
to a larger average group delay. We do observe that whesmpare different replication control schemes in termshef t
the traffic rate is high, the non-coding scheme also benefitmdamental performance trade-off between delivery date
from replication control. How to configure replication casit number of transmissions.
schemes for a given network setting is an open probl&a])([ Lin et al. ([31]) developed ODE models to analyze the group
and beyond the scope of this paper. delivery delay for a single group of SSD packets under
As with the single generation case, the RLC benefit IRLC and non-coding schemes. We note that due to simplifying
the presence of multiple flows is more significant when tressumptions made in the model derivation, the models ngt onl
buffer is also constrained. We repeat the simulation as shownderestimate the delivery delays under both schemesiduut a
in Fig. 8(b), introducing buffer constraint oB = 3. The underestimate the performance difference between them.
result as plotted in Fig8(c) again shows that RLC is more The benefit of RLC observed in this paper is similar in spirit
beneficial when both buffer and bandwidth are constrained. P that of rumor mongering 9, [5]). For a network under the
this particular setting, RLC reduces the average groupelgli S0 calledrandom phone caltommunication model, where at

delay by more tha0% for token values ranging fro@0 to €ach time step, each node communicates with another node
100. selected uniformly at random among all the nod&}, [5]

derived asymptotic bounds for the time to disseminate ipielti
V. RELATED WORK messages under both RLC and non-coding schemes.
Finally, [29] presented a preliminary investigation on the
Several works @0], [44]) have applied erasure codin@f], effect of topology on the RLC performance. Simulation resul
[33]) to DTNs, where the source encodes a message iritw different graphs (Erdds-Rényi, Random Geometrigobra
a large number of blocks, such that as long as a minimugnid, Watts-Strogatz) and the case where there is a single
fraction of the coded blocks is received, the message canurgcast flow in the network were presented.
decoded. For DTNs where there is prior knowledge about
paths and their loss behavior, Jah al. ([20]) studied how VI. CONCLUSIONS
to allocate the coded blocks to the multiple lossy paths inIn this paper we investigate the benefits of applying random
order to maximize the message delivery probability. To cedulinear coding to unicast applications in resource constei
the variance of delivery delay in DTNs with unpredictabl®TNs. Due to its frequent network disconnection and rapidly
mobility, Wanget al. ([44]) proposed to encode each messagehanging topology, the key challenge for unicast routing in
into a large number of coded blocks which are then transthittBTNs is distributed packet transmission scheduling anéebuf
to a large number of relays helping to deliver the codadanagement. Because of its higher degree of randomness
blocks to the destination. We note that network coding is@mpared to non-coding schemes, RLC schemes increase the
generalization of erasure coding, and the benefits of ezasprobability that a node forwards/keeps information uséul
coding scheme can also be achieved by RLC schemes. the eventual delivery to the destination.
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More specifically, for the case of a single group of packetg]
(SS_SD) propagating in the network, RLC reduces the group
delivery delay in comparison to non-coding schemes. In par-

ticular it achieves the minimum group delay with probapilit[10]

greater than or equal td — 1/¢)". Larger gains are achieved

by RLC schemes when resources (bandwidth and buffer sp @? C. Fragouli, J-Y. Le Boudec, and J. Widmer.

are severely constrained, when information about the obnte

of other nodes is not available, when the network is hig
dynamic and when coding is applied to packets from sa

unicast flows.
Even though RLC schemes reduce group delivery delay at

the price of a larger number of network transmissions, Wiﬁh]

hnlaé]

[13]

replication control, RLC improves the trade-off between de
livery delay and total number of transmissions. This imgibv
performance trade-off allow RLC schemes to reduce aver
group delivery delay under multiple continuous unicast fpw
with significant performance improvement when node buffer
is constrained.
In our study, we have considered that all the information
transmitted has to be delivered and that group delay to be thd
most important performance metric. There are network sce-
narios and applications where packet losses may be taderate

or have to be tolerated, so that a more relevant performarit®

S. Deb, M. Medard, and C. Choute. Algebraic Gossip: A Netw
Coding Approach to Optimal Multiple Rumor MongeringEEE/ACM
Transactions on Networking, special issue on networking iaforma-
tion theory pages 2486-2507, 2006.

A. Doria, M. Ud’en, and D. P. Pandey. Providing Conndtti to the
Saami Normadic Community. Ifnternational Conference on Open
Collaborative Design for Sustainable Innovation (dydORgc 2002.
Network @gd An
Instant Primer. ACM SIGCOMM Computer Communication Review
36, 2006.

R. Groenevelt, P. Nain, and G. Koole. The Message Defaiobile
Ad Hoc Networks. InPerformance October 2005.

Z.J. Haas and T. Small. A New Networking Model for Bioical
Applications of Ad Hoc Sensor Network$EEE/ACM Transactions on
Networking 14:27-40, February 2006.

D. Hay and P. Giaccone. Optimal routing and schedulorgdetermin-
istic delay tolerant networks. IWONS 2009 (International Conference
on Wireless On-Demand Network Systems and Seryipaggs 27-34,
2009.

% T. Ho, R. Koetter, M. Medard, D.R. Karger, and M. Effrghe Benefits

[16]

metric may be the percentage of packets delivered by a given
deadline. In this case applying RLC to the whole group of
packets may degrade the performance (as it is suggedtedl S. Jaggi, P. Sanders, P. A. Chou, M. Effros, S. Egner, dfn,Jand
by Fig. 3(c)) because RLC basically couples all the packets
together, and then in most of the cases the destinationreithe
decodes all packets or no packet by the deadline. A poggibilj20]
is to divide the set of packets to be transmitted into différe
generations (see Selt-E) and apply RLC to packets belong-
ing to the same generation. For example if we need to transfen
1000 packets, but we are satisfied with receiviif) packets,
we could apply RLC to generations of 10 packets. We plan to
investigate the issue of generation management furtheurin o
future research. Another open question is the considerafio [22]
heterogeneous mobility model.
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