Modeling voxel visual selectivities through convolutional neural network clustering
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Background

Visual perception in the brain is understood to use a network of brain regions selective for

Neuroimaging data from Kay (2008) and Naselaris (2009)
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Cluster correlation statistics

identify common properties and assess their relation to cortical encodings.
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