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in the brain
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Lateral connections
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Nearby neurons respond 

to similar features

Neuron can respond 

slightly less to features 

slightly deviant from 

maximum preference
Henry et al., 

J Neurophys 1974.

Lateral connections: surround suppresion
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Nearby neurons respond 

to similar features

Neuron can have 

suppressed response for 

features deviant from 

maximum preference

Classes of representation
Local representation

• Neural level: “grandmother” cell

• “Region” level: face region, place 

region

Fully distributed representation

• Every neuron/region plays a part

Sparsely-distributed representation

• Neural level: hyper-column for perceptual feature

• “Region” level: 

face network

Principles of information coding

How many things can we represent with n

binary (gstep activation function) neurons?

• Complete sparse coding: n things

• Complete distributed coding: 2n things
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Biology of information coding

• Preserving energy – higher spiking rate 

requires higher energy

• Representational fan-out

– ~1 million neurons in retina -> 

~140 million neurons in V1 

(primary visual cortex)

– ~50,000 neurons in cochlea -> 

1.6 million neurons in A1 

(primary auditory cortex)

http://www.plosbiology.org/article/info:doi/10

.1371/journal.pbio.0030137

Decoding with tuning curves
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Use spiking rates from 
multiple neurons to 
determine encoded feature

• 15 Hz firing rate for red
neuron means feature -2.8 or -1.2

• 15 Hz for red and 6 Hz for blue requires 
feature -1.2

Actual decoding incorporates noise/natural 
variability in spiking
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Decoding by “population coding”

Each neuron votes for its most-preferred feature
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r – spiking rate

s – encoded feature

Used in neural 

prosthetic 

technologies

Suppression/competition with 

interneurons

• In common cortical circuits, there are 
feedforward excitatory inputs (e.g., through 
pyramidal or mitral neurons) and lateral 
inhibitory inputs (e.g., through types of 
interneurons)

• Relative weighting of feedforward and lateral 
inputs achieves balance between activation 
and suppression

The neuroscience of smell: 

example inhibition with interneurons

Imam et al. Frontiers Neurosci 2012

Mi – Mitral cell

PGe/o – inhib. 

interneurons

ET, sSA – excit. 

interneurons

Processing layers:

OE – olfactory 

epithelium

GL – glomerulus

The pathway for smell processing

Nose/olfactory 

epithelium

Olfactory bulb

(in cortex)

HippocampusAmygdala
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Orbitofrontal
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