Predicting 30-Day Hospital Readmissions for Patients with Diabetes
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Reducing avoidable hospital readmissions continues to be a high-priority task across the healthcare systems.

In our study, we explore machine learning algorithms to predict 30-day hospital readmissions for patients
with diabetes. Our work is based on a real-world dataset of 124,678 admission records extracted from the
State Inpatient Database (SID) of Florida. We examine the performance of four popular machine learning
algorithms and two ensemble learning approaches including the late novel XGBoost algorithm. In addition, we
analyze the top risk factors associated with 30-day readmissions of diabetic patients. Our experimental results
demonstrate that machine learning techniques can be effective in predicting early hospital readmissions based
on patients’ clinical and demographic characteristics. Furthermore, XGBoost outranks other methods with its
superior performance, interpretability and scalability. Risk factors consistently identified by our models could
serve as a Focus of Attention (FOA) tool for healthcare institutions to establish preventive measures to reduce

the readmission rate.

1 INTRODUCTION

Accurately predicting a patient’s hospital read-
mission risk is critical in improving both the qual-
ity of life for patients and the financial wellbe-
ing of healthcare institutions. Unnecessary hospi-
talizations not only expose the patients to poten-
tial harm but also incur extra medical expenditures.
Early readmission, also known as 30-day readmis-
sion, refers to a patient’s unplanned hospitalization
within 30 days of discharge. In the United States,
30-day all-cause hospital readmissions are associ-
ated with about $41.3 billion in-hospital expenditures
each year, while 27% of them are deemed avoidable
(Van Walraven et al.,, 2011). Consequently, early
readmission rate is broadly accepted as an indicator
of the quality of care for healthcare institutions and
considerable effort has been devoted to advancing the
capability of assessing the risk of early hospital read-
missions.

We focus our research on predicting 30-day read-
mission risk for patients with diabetes. In particu-
lar, the prevalence of diabetes has risen sharply across
all age groups, all racial/ethnic groups and both gen-
ders over the past two decades (CDC, 2012). Accord-
ing to the National Diabetes Statistics Report (2017)
from the Centers for Disease Control and Prevention
(CDC), diabetic patients represent about 9.4% of the

US population. Furthermore, the percentage of dia-
betic patients increases with age, reaching a high of
25.2% among those aged 65 years or older (CDC,
2017). Consequently, the number of hospital dis-
charges with diabetes as the primary diagnosis has
been increasing at a constant rate of approximately
2% (CDC, 2009) each year. In terms of 30-day read-
mission risk, diabetic patients carry a 15% chance
compared to an average of 8.5% of the entire cohort
of discharged patients (Friedman et al., 2008).

In our study, we applied machine learning algo-
rithms to analyze 124,678 patients who had been dis-
charged with a primary diagnosis code of diabetes.
Specifically, we aimed to classify the patients into
two different risk groups (“Yes” or “No”’) with respect
to their 30-day readmission status based on informa-
tion in their inpatient and discharge records. For our
classification task, we first employed four established
machine learning algorithms as our baseline learners.
We then explored the power of heterogeneous ensem-
ble learning (Dietterich, 2000) by building a meta-
learner L on top of the four base learners. Lastly,
we examined the homogeneous ensemble learning al-
gorithm, XGBoost (Chen and Guestrin, 2016), which
has gained much attention since its inception in 2016.
Our experimental results demonstrate that XGBoost is
the best model in terms of both overall performance



and model stability (see Section 5 for details). More
importantly, we conclude that machine learning tech-
niques can be effective in predicting early hospital
readmissions based on patients’ clinical and demo-
graphic characteristics.

An additional motivation to our research is to
study various risk factors associated with a patient’s
early readmission. To this end, we ranked the top pre-
dictors in our models and identified the most effec-
tive factors. Specifically, we identified leading pre-
dictive features (see Section 6 for details) such as a
patient’s age (AGE), total number of previous hospital
visits (TVISITS), total number of diagnosis in current
visit (NDX), length of current hospitalization (LOS),
etc. These risk factors could serve as Focus of Atten-
tion (FOA) measures to help healthcare institutions
improve their quality of care.

The rest of the paper is organized as follows: in
Section 2, we present a brief survey of related work.
In Section 3, we describe the acquisition and prepro-
cessing of the dataset we used for our study. We intro-
duce our models and present our findings in Sections
4 and 5 respectively. Finally, we conclude and discuss
future work in Section 7.

2 RELATED WORK

Predicting the risk of early hospital readmissions
is an active area of research. However, few studies
have concentrated on patients with diabetes (Rubin,
2015). The lack of attention paid to readmission of di-
abetic patients may be related to numerous severe side
effects associated with the disease which belie the pri-
mary diagnosis of a hospitalization. Futoma etc. (Fu-
toma et al., 2015) provided a comprehensive compar-
ison of four machine learning models (SVM, Random
Forest, Logistic Regression, and Neural Network ) for
predicting early hospital readmissions in 280 Diag-
nosis Related Groups (DRGs). We employed same
four models as our baseline models (see Section 4.1)
and further explored the power of ensemble learning
algorithms. Frizzell, etc. (Frizzell et al., 2017) ap-
plied a machine learning approach to predict 30-day
all-cause readmissions after a heart failure hospital-
ization. Golas etc. (Golas et al., 2018) and Mortazavi
etc. (Mortazavi et al., 2016) studied machine learning
techniques for heart failure related readmissions. Al-
though these studies were not directly conducted on
a cohort of diabetic patients, their approaches and ex-
perimental results are highly relevant and insightful
when compared with ours. As we present in Section
5, using the popular AUC model evaluation metric,
our best algorithms achieved an improved AUC score
of 0.80 compared to the scores ranging from 0.54 to

0.72 (Frizzell et al., 2017) in the related literature.

Another related study conducted on diabetic pa-
tients is Duggal etc. (Duggal et al., 2016) in which
the authors compared different classification models
to predict early readmission risk based on patients’
two-year clinical and administrative data. Compared
to their work, our approach is fundamentally different
in both the methodology and the underlying data. In
particular, data used in (Duggal et al., 2016) are pa-
tients’ two-year longitudinal observations while ours
are clinical and demographic characteristics of indi-
vidual hospitalization visits.

Our main contribution is an in-depth study of ma-
chine learning methods applied to predicting early
readmission risk for diabetic patients. In addition
to examining individual machine learning algorithms,
which is a standard approach in the existing literature,
we investigated two additional methods under the en-
semble learning paradigm. Another contribution of
our paper is the study of top risk factors associated
with early readmission of diabetic patients. We dis-
cuss our findings on this subject in Section 6.

3 DATA PREPROCESSING

Our dataset is part of the Healthcare Cost and Uti-
lization Project (HCUP). HCUP is a family of health-
care databases developed through a Federal-State-
Industry partnership and sponsored by the Agency for
Healthcare Research and Quality (AHRQ). To facili-
tate various research endeavors, HCUP maintains an
array of databases including the National Impatient
Sample (NIS), the Kids’ Inpatient Database (KID),
the Nationwide Readmissions Database (NRD), the
State Inpatient Database (SID), etc. Because di-
abetes and its related early readmissions tend to
have a higher occurrence among the senior popula-
tion (CDC, 2017), we selected the State Inpatient
Database (SID) of Florida from 2012 to 2014 to con-
duct our study. The SIDs are state-specific databases
which contain all inpatient care records with variables
capturing lengths of stay, diagnosis and procedure
codes, admission sources, disposition after hospital-
ization and information on demographic characteris-
tics. In addition, SID provides unique encrypted pa-
tient identifiers to support readmission study. These
identifiers help to link a subsequent admission to its
prior hospitalization for each patient and, thus, permit
a determination of elapsed time between two visits
(more details in Section 3.1).

3.1 Constructing Training Data

The SID database contains over 2.5 million all-cause
hospitalization and discharge records per year. To ex-



Table 1: Patient Hospitalization Statistics

Year  Positive Instances!  Negative Instances?
2012 4,859 35,255
2013 5,285 35,962
2014 5,464 37,853
Total 15,608 109,070

! Patients readmitted within 30-days.
2 All others.

tract diabetes related instances, we employed Apache
Spark, a big data computing engine, to extract the data
within a reasonable time. ICD-9 codes and values of
primary diagnosis codes (DX_I) were used to filter out
patients with a primary diagnosis of diabetes. The
readmission status for each visit is not directly avail-
able from the attributes provided by the SID database.
To this end, we first utilized the variable VisitLink to
identify patients with multiple visits and then calcu-
lated the number of days between two consecutive
hospital admissions leveraging the variable DaysTo-
Event. Specifically, an SID record contains a ran-
domly assigned unique “start date” for each patient.
Another timing variable DaysToEvent was calculated
for each admission as the difference between the pa-
tient’s admission date and the “start date”. Because
the “start date” is unique for each patient, it serves
as an encrypted patient identifier. Thus, the number
of days between a patient’s two consecutive visits can
be calculated by first obtaining the difference of the
two (in tandem) DaysToEvent values and then adjust-
ing the difference by the length of stay (LOS) of the
first visit, i.e.,

DaysInBetween = DaysToEvent2 — DaysToEvent] — LOSI

All admissions with DaysInBetween < 30 are as-
signed a class label = “Y” and they form the positive
training instances; all others form the negative train-
ing instances with a class label = “N”. As a result, our
dataset has a total of 15,608 and 109,070 positive and
negative instances respectively. Table 1 presents the
statistics of the total number of positive and negative
instances in each year.

3.2 Feature Engineering

Our dataset provides more than 450 variables captur-
ing clinical and resource-use information which are
included in a typical discharge abstract. A dimension-
ality reduction on the data is necessary for the pur-
pose of both noise removal and computational feasi-
bility. Based on the description of each variable in the
HCUP documentation, we finalized our dataset with
77 variables after eliminating attributes that were ir-
relevant to our study. For example, we removed vari-

ables related to patients’ payment information, physi-
cian IDs, zip codes, non-primary diagnosis codes, and
procedures, etc.

In addition to reducing the dimensionality of our
data, we added an attribute (TVISITS) reflecting the
total number of visits a patient had prior to a hospi-
talization. Our conjecture is that a higher hospital-
ization frequency implies a higher likelihood of early
readmission. Our experiment results confirm the ef-
fectiveness of this feature (see Section 6 for details).
Finally, because some of the machine learning algo-
rithms are sensitive to the scales of the variables, we
applied normalization to all numeric columns in the
dataset.

3.3 Imbalanced Data

A particular challenge in predicting early readmission
outcome is that correctly classifying patients of the
“Y” class is more important than correctly classify-
ing patients of the “N” class. This is because a “Y”
classification engenders closer monitoring. Thus an
“N” misclassified as a “Y” only costs more money
and time in terms of in-hospital observations, whereas
a “Y” misclassified as an “N” (type I error) will result
in much more severe financial and operational con-
sequences including penalties from the Centers for
Medicare & Medicaid Services (CMS).

From Table 1, we observe that the total number of
instances of the “Y” (i.e., “readmitted”) class and “N”
(i.e., “no-readmitted”) class is 15,608 and 109,070 re-
spectively. Standard machine learning algorithms as-
sume that the training samples are equally distributed
among the classes (Chawla et al., 2004). A class im-
balance occurs when the instances of one class out-
number the instances of the other classes. The class
with overwhelming instances is called the majority
class while the other called the minority class. Apply-
ing standard machine learning algorithms to an imbal-
anced dataset often leads to insufficient performance
on the minority class which is often the more interest-
ing and important class under investigation. Indeed,
the primary interest of our classification task is to ac-
curately predict patients of the minority class. To ad-
dress the class imbalance issue, we employed boot-
strap aggregating (a.k.a bagging) with random under-
sampling technique !. In particular, we generated ten
“bags” of balanced datasets where each “bag” con-
tained all minority class instances and an equal num-
ber of randomly sampled majority class instances.
Each subset of the majority instances was sampled
with replacement from the entire majority population.
For each of our baseline models described in Section

10ther class imbalance correction techniques (e.g.,
SMOTE) were explored and resulted in worse performance.



4.1, ten sub-models were trained using these balanced
“bags” of data. The final model outputs were obtained
by aggregating the results of these ten sub-models us-
ing a majority vote.

4 METHODS

In this section, we describe the methods we used
to conduct our study. We present a performance com-
parison of these models and analysis of the results in
Section 5.

4.1 Baseline Models

We selected four established and popular machine
learning algorithms as our baseline learners: Support
Vector Machine (SVM) (Cortes and Vapnik, 1995),
Neural Network (Gurney, 2014), Logistic Regres-
sion (Menard, 1995), and Random Forest (Breiman,
2001). These methods were used by most of the lit-
erature discussed in Section 2. We describe two addi-
tional ensemble learning models in Sections 4.2 and
4.3 respectively.

4.2 Meta-learner L

We employed an ensemble technique (Dietterich,
2000) to integrate information from the four base
classifiers described in Section 4.1. Ensemble learn-
ing is a family of algorithms that seek to create a
“strong” classifier based on a group of “weak” clas-
sifiers. In this context, “strong” and “weak” refer
to how accurate the classifiers can predict the target
variable. Ensemble learning has been proven to pro-
duce improved and more robust performance than a
single model. Our meta-learner L is an example of
heterogeneous ensemble because its base learners are
obtained from different machine learning algorithms.
Our next model, XGBoost, explores the efficacy of a
homogeneous ensemble where the base classifiers are
obtained using a single machine learning algorithm.

4.3 XGBoost

We investigated the performance of XGBoost (Chen
and Guestrin, 2016), an algorithm that has gained
much popularity and attention since its inception in
2016 and was the winning algorithm for a number
of machine learning competitions. XGBoost belongs
to the family of homogeneous ensemble methods in
which the base learners, L,L;,...,L,, are created us-
ing a single machine learning algorithm exploiting
the concept of “adaptive boosting”. (Freund et al.,

Figure 1: ROC Curves Table 2: AUC Scores

Model AUC
Score
SVM  0.69

Neural Network 0.80
Logistic Regression  0.70
Random Forest  0.75
Meta-L  0.71

XGBoost  0.80

" —  Support Vector Machine (SVM)
Neu

1999) Specifically, a sequence of classifiers is gener-
ated with the new model aiming to correct the errors
of the previous model. This correction is typically
achieved by boosting the weights of the misclassified
instances in the previous model so that the new model
will have a higher likelihood of correctly classifying
them. New models are added sequentially until no
further improvements can be achieved. In XGBoost,
instead of boosting the weights, the algorithm fits the
new model to residuals of the previous model and then
minimizes the loss when adding the latest model. The
process is equivalent to updating your model with a
gradient descent towards a local optimum solution.

S EXPERIMENTAL RESULTS

All experiments were conducted by running 10-
fold cross-validation. Data was divided into ten folds
and we iteratively trained on nine folds and tested on
the remaining fold. The performance of the model
was measured by calculating the average accuracy
over all test folds. In addition to overall predic-
tive accuracy, Sensitivity and Specificity were used to
measure the performance in the positive and nega-
tive classes respectively. The hyper-parameters in this
study were selected via a grid search with the highest
Area Under the Curve (AUC) score of a Receiver Op-
erating Characteristic (ROC) curve (Fawcett, 2006)
on a validation set. We present the AUC scores of
each model and the corresponding ROC curves in Ta-
ble 2 and Figure 1 respectively.

Table 3 presents the main results of our experi-
ment. As discussed in Section 3.3, our goal is to ac-
curately predict the “Y” (i.e., “readmitted”) instances.
To this end, we adjusted the threshold in the ROC
curve to increase a model’s Sensitivity at the cost of
lowering the Specificity. For each threshold displayed
in column 1 of Table 3, we present a performance
comparison of the six models described in Section
4 using overall accuracy, Sensitivity and Specificity.
Consequently, we can observe the trade-offs between
an increase in Sensitivity and a decrease in Specificity



Table 3: Performance Comparison of Six Models

Threshold | Model Sensitivity Specificity Overall

SVM 0.61 0.77 0.75

Neural Network 0.84 0.76 0.77

05 Logistic Regression 0.63 0.76 0.75
’ Random Forest 0.74 0.75 0.75
Meta-L* 0.64 0.78 0.76

XGBoost 0.82 0.78 0.79

SVM 0.62 0.76 0.75

Neural Network 0.87 0.73 0.74

0.45 Logistic Regression 0.70 0.69 0.69
’ Random Forest 0.93 0.57 0.60
Meta-L* 0.68 0.75 0.74

XGBoost 0.87 0.74 0.76

SVM 0.64 0.75 0.74

Neural Network 0.89 0.70 0.72

04 Logistic Regression 0.77 0.60 0.61
’ Random Forest 0.99 0.37 0.43
Meta-L* 0.76 0.72 0.72

XGBoost 0.90 0.70 0.72

SVM 0.64 0.75 0.74

Neural Network 0.91 0.67 0.69

035 Logistic Regression 0.84 0.49 0.52
’ Random Forest 1.00 0.14 0.23
Meta-L* 0.84 0.65 0.67

XGBoost 0.94 0.66 0.69

SVM 0.66 0.73 0.72

Neural Network 0.96 0.62 0.65

03 Logistic Regression 0.89 0.37 0.43
’ Random Forest 1.00 0.0 0.12
Meta-L* 0.92 0.57 0.60

XGBoost 0.97 0.61 0.65

Meta-L: ensemble of SVM, Neural Network, Logistic Regression and Random Forest.

for each model as we shift the threshold. Since mis-
classifications in the “N” class incur less cost than
misclassifications in the “Y” class (see Section 3.3),
a healthcare institution can select a desired threshold
depending on its level of tolerance on the insufficient
performance of the “N” class (i.e., low Specificity). In
addition, we observe that:

e XGBoost and Neural Network are comparable in
terms of predictive power. They both deliver supe-
rior performance compared to the other four mod-
els in our study. Nevertheless, XGBoost is capable
of achieving a slightly higher Sensitivity when we
shift the threshold < 0.4. In addition, XGBoost is
a tree-based algorithm which provides model in-
terpretability. Together with its ability to support
parallel computing for big data processing, XG-
Boost is our model of choice for our task.

e Although Meta-learner L is an algorithm under
the ensemble learning paradigm, it did not out-
perform all of its baseline learners as expected.
One explanation is that ensemble learning is effec-
tive only if the baseline learners possess enough
diversity. Indeed, from Figure 1, we observe

that two (Logistic Regression and SVM) out of
the four base learners do not display enough di-
versity. This could also explain why heteroge-
neous ensemble, although a well established ma-
chine learning technique, is not regularly present
in the literature of hospital readmission stud-
ies. Our experimental results demonstrate that a
homogeneous ensemble learner (i.e., XGBoost) is
an effective choice for our classification task.

It is worth noting that SVM was not very sensitive
to the threshold values in our experiment. On the
other hand, Logistic Regression and Random For-
est degenerated as we lowered the threshold. This
is particularly the case with Random Forest where
the model started to predict every instance belong-
ing to the “Y” class when the threshold dropped
below 0.4. We conclude that Neural Network,
Meta-learner L, and XGBoost are the more robust
algorithms among our models.

6 Risk Factor Analysis

We next investigated the major factors that con-

tribute to the risk of early readmission. Four linear



Table 4: List of Top 10 Predictive Features

Rank SVM Logistic Regression Random Forest XGBoost
1 LOS LOS TVISITS AGE
2 NPR AGE AGE TVISITS
3 AGE TVISITS CM_DRUG NDX
4  TVISITS NPR NDX LOS
5 NDX NDX LOS NCHRONIC
6 PRDAY1 PRDAY1 NCHRONIC PRDAY1
7 NCHRONIC NCHRONIC PRDAY1 NPR
8 NECODE NECODE CM_ANEMDEF FEMALE
9 HCUP.OS HCUP_OS NPR CM_LYTES
10 CM_ANEMDEF CM_DRUG CM_OBESE CM_ANEMDEF
AGE: patient’s age at admission.
CM_ANEMDEF: comorbidity measure for deficiency anemias.
CM_DRUG: comorbidity measure for drug abuse.
CM_LYTES: comorbidity measure for fluid and electrolyte disorders.
CM_OBESE: comorbidity measure for obesity.
FEMALE: indicator for female patient.
HCUP_OS: have evidence of observation stay (OS) services.
LOS: length of stay.
NCHRONIC:  total number of chronic condidtions.
NDX: total number of diagnosis on this record.
NECODE: total number of external injuries.
NPR: total number of procedures on this record.
PRDAY1: number of days from admission to first lab procedure.
TVISITS:  total number of previous hospital visits.

and tree-based algorithms, SVM, Random Forest, Lo-
gistic Regression and XGBoost, were selected for the
study. These models were chosen because their fea-
ture importance was well defined. In particular, for
linear models, the importance is proportional to the
magnitude of the coefficients. For tree-based mod-
els, the ranking follows the order of attributes that
the algorithm selected to split the branches. Table 4
presents the top ten predictive features identified by
each of the four models.

e Examining the top five risk factors associated with
each model, we identify four consistent principal
predictors (highlighted in bold) across all models,
namely a patient’s age (AGE), total number of pre-
vious hospital visits (TVISITS), a patient’s length
of stay (LOS), and the total number of diagnosis
during the current hospitalization (NDX). In par-
ticular, SVM and Logistic Regression are more de-
pendent on variables LOS and AGE, while Ran-
dom Forest and XGBoost rely more on attributes
TVISITS and AGE. NDX is the next important risk
factor to watch out for because, although mostly
towards the lower end, it is ranked within the top
five by all models.

e Expanding our investigation to the top 10 risk fac-
tors associated with each model, we could iden-
tify another three common risk factors across all
models, namely a patient’s total chronic condi-
tions (NCHRONIC), total number of lab proce-

dures (NPR), and number of days from admission
to the first lab procedure (PRDAY]).

e In addition to the above total of seven common
risk factors revealed by all models, a patient’s co-
morbidity measure for deficiency anemias is an-
other important attribute which appeared in three
(SVM, Random Forest, XGBoost) out of the four
models.

e Furthermore, SVM and Logistic Regression rely
on a patient’s number of external injuries
(NECODE) and the availability of observatory
stay services (HUP_OS) in making their predic-
tions, whereas Random Forest and XGBoost uti-
lize three additional comorbidity measures, i.e.,
drug abuse (CM_DRUG), fluid and electrolyte dis-
orders (CM_LYTES) and obesity (CM_OBESE).

e Lastly, a patient’s gender (FEMALE) appeared
as an important predictor for XGBoost algorithm.
We did find that female patients carry a slightly
higher risk as compared to male patients (52.7%
vs. 47.3%).

7 CONCLUSION

In this paper, we applied machine learning tech-
niques to predict 30-day hospital readmissions for pa-
tients with diabetes based on their clinical and de-
mographic characteristics. We built our model us-
ing empirically discharge records of 124,678 patients



extracted from the State Inpatient Database (SID) of
Florida. We employed four baseline machine learning
algorithms and two ensemble learners in our study.
We further addressed the data imbalance issue using
the bootstrap aggregating method. Our experimen-
tal results demonstrate that XGBoost and Neural Net-
work provide comparable predictive power for our
task, and their performances are significantly better
than the other four models’ in our study. Neverthe-
less, we recommend XGBoost because of its inter-
pretability and computational advantage.

In addition, we examined the top risk factors iden-
tified by our linear and tree-based models. We con-
clude that a patient’s age (AGE), number of previous
hospital visits (TVISITS), length of stay in the hos-
pital (LOS), and the total number of diagnosis dur-
ing hospitalization (NDX) are the top four predictive
variables. In addition, a patient’s total number of
chronic conditions (NCHRONIC), the total number of
in-patient lab procedures (NPR), and the number of
days from admission to first lab procedure (PRDAY])
are also significant indicators in assessing a patient’s
risk of early admission.

Although our work focused on addressing early
readmission risk of diabetic patients, our models are
directly applicable to other patient cohorts. We fore-
see one future research direction would be to apply
similar study to predict the readmission risk asso-
ciated with either all-cause or other high stake dis-
eases, such as Chronic Obstructive Pulmonary Dis-
order (COPD), Heart Failure (HF), Pneumonia (PN),
etc. In addition, exploring other state of the art
machine learning techniques, such as deep learning,
could potentially bring valuable insights and fruitful
results.
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